Laser heating effect on Raman analysis of CO₂ co-existing as liquid and vapor in olivine-hosted melt inclusion bubbles
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ABSTRACT

Raman spectroscopy has become the tool of choice for analyzing fluid inclusions and melt inclusion (MI) vapor bubbles as it allows the density of CO₂-rich fluids to be quantified. Measurements are often made at ambient temperature ($T_{\text{amb}} \sim \text{18-}25\,\text{°C}$), resulting in reported bulk densities between 0.2 and 0.7 g mL$^{-1}$ even though single-phase CO₂ is thermodynamically unstable under these conditions and instead consists of a liquid ($\sim 0.7$ g mL$^{-1}$), and a vapor phase ($\sim 0.2$ g mL$^{-1}$). Here, we present results from experiments conducted at $T_{\text{amb}}$ and 37 °C (above the CO₂ critical temperature) on 14 natural CO₂-rich MI bubbles from Mount Morning, Antarctica. Here, we show that at $T_{\text{amb}}$, laser power strongly affects the CO₂ Raman spectrum of MI bubbles with bulk densities within the miscibility gap. High-power laser heating and low spectral resolution explain why published measurements have reported bulk densities within the miscibility gap at $T_{\text{amb}}$ even when using an instrument-specific calibration.
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1 INTRODUCTION

Primary mineral-hosted fluid and melt inclusions are accidental μm-size droplets of fluids and melts, that get trapped in crystals during growth. Given that they are fully enclosed in crystals, these inclusions can act as time capsules and have long been used to investigate the physicochemical record of crystals, these inclusions can act as time capsules and have long been used to investigate the physicochemical record of crystals, so as to assess the relationship between the density of CO₂ and a spectral feature known as the CO₂ “Fermi diad” [Figure 1A; Gordon and McCubbin 1966]—two peaks located at $\sim 1285.4\,\text{cm}^{-1}$ and $\sim 1388.2\,\text{cm}^{-1}$ (hereby respectively named $v^\prime$ and $v^\prime\prime$) in a Raman spectrum. The distance between these peaks (Δ$CO_2$) is a function of CO₂ density, and this relation combined with the PVT properties of CO₂ from an Equation of State (EOS) is the basis to calibrate CO₂ densimeters [Rosso and Bodnar 1995; Kaurakami et al. 2003; Yamamoto and Kagi 2006; Song et al. 2009; Fall et al. 2011; Wang et al. 2011; Lamadrid et al. 2017; Sublett et al. 2020; DeVitre et al. 2021].

Melt inclusions can be entrapped at variable depths that are frequently greater than 100 MPa, and the pressure inside a vapor bubble that forms at these entrapment depths will be similarly high. During storage, ascent, and syn-eruptive quenching, a melt inclusion can be subject to several processes, such as differential cooling and contraction of the olivine host and melt, post-entrapment crystallization, and H₂O loss through H² diffusion, that reduce the volume of melt, and in turn pressure, in the inclusion. This pressure drop can result in the formation of the vapor bubble, which will be filled with volatiles if their solubility limits are reached. Given the lower solubility of CO₂ in H₂O in magmas, the vapor bubble is expected to be CO₂-rich. However, the amount of CO₂ that diffuses into the bubble during quenching is rate-limited, and the final
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Figure 1: [A] Raman spectrum of a Mount Morning MI vapor bubble measured at 37 °C illustrating the CO₂ Fermi diad, hot bands, and ¹³C peaks. The effect of increasing CO₂ density is shown by the green arrows [B] Phase diagram of CO₂. L for liquid, V for vapor, Sc for Supercritical. The black lines are isochores, calculated using the EOS of Span and Wagner [1996]. The stars mark the isochoric path of pure CO₂ with a bulk density of 0.2 g mL⁻¹ at 20 °C and 25 °C. A bubble of this bulk density would be pure vapor at 25 °C but L+V at 20 °C. [C] CO₂ densities of vapor bubbles in natural melt inclusions measured at T_amb by Raman spectroscopy as reported in several literature articles. Note that many of these have measured and reported densities the miscibility gap at T_amb regardless of whether the instrument was specifically calibrated or not. Data reported from uncalibrated instruments generally report higher densities.

The CO₂ phase diagram shows that the CO₂ critical temperature (T_cri) is 31.1 °C at a pressure of 7.38 MPa, above which CO₂ is stable as a single supercritical phase (Figure 1B; isochores calculated using the EOS of Span and Wagner [1996] implemented in the NIST webbook*). At ambient temperatures (~18–25 °C), there is a miscibility gap (Figure 2B, C) across which two phases (liquid and vapor) co-exist. For example, at 20 °C, a bubble with a CO₂ density < 0.2 g mL⁻¹ (ΔCO₂ ≤ 103.4 cm⁻¹ on the Cornell Alpha 300R Raman instrument) will exist as a vapor phase, while a bubble with a density > 0.7 g mL⁻¹ will exist as a liquid phase (ΔCO₂ ≥ 104.4 cm⁻¹ on the Cornell instrument). A bubble with a bulk CO₂ density between these values (~0.2–0.7 g mL⁻¹) will be within the miscibility gap and consist of an outer liquid phase with a density of ~0.7 g mL⁻¹ and an inner vapor phase with a density of ~0.2 g mL⁻¹ [Roedder 1965; Roedder and Bodnar 1980; Wieser et al. 2021].

*https://webbook.nist.gov/chemistry/fluid/
Some of these results could be explained by the lack of an instrument specific calibration (Figure 1C). For example, the studies by Kawakami et al. [2003] or Yamamoto and Kagi [2006] can misestimate the density by up to 0.1–0.15 g mL\(^{-1}\) [see Fig. 11 in DeVitre et al. 2021] if the calibration curve is not adjusted for the specific instrument being used. Such an overestimate corresponds to 40–60% systematic offset on the measured bulk density for a 0.25 g mL\(^{-1}\) bubble and 17–25% for a 0.60 g mL\(^{-1}\) bubble. This could be enough to explain some of the bulk densities in the miscibility gap that were measured at ambient temperatures without an instrument-specific calibration. Nevertheless, this is still insufficient to explain published bulk densities above >0.35 g mL\(^{-1}\) [e.g. Moore et al. 2015; Bali et al. 2018; Moore et al. 2018; Allison et al. 2021] regardless of whether they were calibrated. In this case, one potential explanation for these seemingly “impossible” results is that laser heating during analysis increases the temperature in the bubble above \(T_{\text{crit}}\). Fall et al. [2011] suggested that significant laser heating (more than tenths of a degree) should not occur during analysis with an estimated laser power at sample of ~10 mW or less. Nevertheless, a more recent study of laser heating in CO\(_2\)-rich, high-density fluid inclusions (>0.68 g mL\(^{-1}\)) implies that at laser powers \(\geq\)10 mW, tens to hundreds of degrees of laser-induced heating could occur. Furthermore, the extent of such heating depends mainly on the absorption coefficient of the host mineral, where quartz \(\ll\) olivine \(\ll\) opx \(\approx\) cpx \(\ll\) spinel [Hagiwara et al. 2021].

Aiming to provide researchers with better understanding and protocols to accurately measure MI bubble CO\(_2\) densities, particularly for those with bulk densities in the miscibility gap at \(T_{\text{amb}}\), we explore the heating effects of the laser beam in more detail. Here, we present the results of a series of Raman measurements at different laser powers, diffraction gratings, temperatures, and integration times conducted on natural CO\(_2\)-rich vapor bubbles in olivine-hosted melt inclusions from Mount Morning, Antarctica. Using standard analytical and data reduction procedures at 24°C, all the samples ex-

---

**Table 1: List of vapor bubbles analyzed in this study.**

<table>
<thead>
<tr>
<th>Sample name (MI)</th>
<th>Vapor bubble code</th>
<th>Bulk density at 37°C</th>
<th>Bubble radius (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G170-002a_1_1</td>
<td>VB0.31</td>
<td>0.31</td>
<td>6.6</td>
</tr>
<tr>
<td>G170-002a_1_1</td>
<td>VB0.23</td>
<td>0.23</td>
<td>5.5</td>
</tr>
<tr>
<td>G170-002a_1_1</td>
<td>VB0.32</td>
<td>0.32</td>
<td>4.5</td>
</tr>
<tr>
<td>G170-002a_2_1</td>
<td>VB0.55</td>
<td>0.55</td>
<td>6.3</td>
</tr>
<tr>
<td>G170-002a_2_2</td>
<td>VB0.54</td>
<td>0.54</td>
<td>5.5</td>
</tr>
<tr>
<td>G170-004_4_1</td>
<td>VB0.53</td>
<td>0.53</td>
<td>9.1</td>
</tr>
<tr>
<td>G170-004_2_2</td>
<td>VB0.27</td>
<td>0.27</td>
<td>5.2</td>
</tr>
<tr>
<td>G170-004_4_4</td>
<td>VB0.35</td>
<td>0.35</td>
<td>4.4</td>
</tr>
<tr>
<td>G170-004_2_4</td>
<td>VB0.51</td>
<td>0.51</td>
<td>3.6</td>
</tr>
<tr>
<td>G170-004_2_5</td>
<td>VB0.40</td>
<td>0.40</td>
<td>3.7</td>
</tr>
<tr>
<td>G170-004_2_6</td>
<td>VB0.22</td>
<td>0.22</td>
<td>18.3</td>
</tr>
<tr>
<td>G170-004_2_8</td>
<td>VB0.39</td>
<td>0.39</td>
<td>8.6</td>
</tr>
<tr>
<td>G170-004_1_4</td>
<td>VB0.63</td>
<td>0.63</td>
<td>4.3</td>
</tr>
<tr>
<td>G170-004_2_1</td>
<td>VB0.28</td>
<td>0.28</td>
<td>7.4</td>
</tr>
</tbody>
</table>

---

Figure 2: Fast-cooling experiment video stills of a Mount Morning MI bubble with a bulk CO\(_2\) density of 0.54 g mL\(^{-1}\) (VB0.54). The sample is sitting on a Peltier thermoelectric module. [A–B] The temperature at the beginning of the experiment is above 31°C (\(T_{\text{init}}\)), the two panels are stills at slightly different focus. The Peltier’s connection polarity was flipped, and cooling begins. [C] Nucleation of a small vapor bubble is observed and indicated by the white arrow. [D–H] Cooling continues. [I] Bubble only panels in the middle show the nucleation of the vapor bubble inside the liquid from \(T > T_{\text{init}}\) to \(T_{\text{amb}}\). Two videos are provided in the supporting information, one of this cooling experiment and another of a bubble at \(T_{\text{amb}}\) under microscope light where the vapor bubble can be seen bouncing in the liquid.

Consequently, analyses of fluid inclusions or melt inclusion vapor bubbles conducted at \(T_{\text{amb}}\) are expected to measure the density of either liquid or vapor CO\(_2\) but no densities in between, even if the bulk density lies in this range. This is the case for measurements conducted in calibration apparatuses [Kawakami et al. 2003; Lin et al. 2007; Fall et al. 2011; Wang et al. 2011; DeVitre et al. 2021] and using certain synthetic fluid inclusions [Fall et al. 2011]. However, several studies of natural samples report densities measured at \(T_{\text{amb}}\) that span the miscibility gap [Figure 1C; e.g. Hartley et al. 2014; Moore et al. 2015; Bali et al. 2018; Moore et al. 2018; Robidoux et al. 2018; Taracsák et al. 2019; Venugopal et al. 2020; Allison et al. 2021]. Interestingly, the measurement at \(T_{\text{amb}}\) (~18–25°C) of natural samples with bulk densities in the miscibility gap has not been discussed heretofore.
cept for two yield calculated CO$_2$ densities within the miscibility gap. We show that laser heating to near or above $T_{\text{crit}}$ can occur in analyses conducted at high laser power, and it is possible to discern and resolve the contribution of both liquid and vapor phase vibrations to the Raman spectrum in analyses conducted at low laser power. Increasing laser power causes the liquid and vapor peaks of CO$_2$ to converge until they are indistinguishable, and a single peak model fit to each CO$_2$ band results in a calculated density in the miscibility gap. For measurements conducted above the $T_{\text{crit}}$ we show that high laser power may cause further heating of the sample, which in turn decreases the measured Fermi separation and can lead to underestimation of the CO$_2$ density. In this contribution, we use the term “band” when referring to a region of the CO$_2$ Fermi diad which may encompass more than one peak (i.e. we may refer to a $\sigma^+$ or $\sigma^-$ bands where both a liquid peak and vapor peak may contribute to each) and we use peak when referring to a single relatively symmetric peak.

2 MATERIALS AND METHODS

2.1 Samples

We analyzed 14 vapor bubbles contained in 11 olivine-hosted melt inclusions (two melt inclusions hosted multiple bubbles). The vapor bubbles had radii of 3.5–9 $\mu$m, except for one bubble with a radius of 18 $\mu$m (Table 1). Crystals were mounted in a 1-inch epoxy mount, which we ground to a thickness of 1.5 mm and polished so that the melt inclusions were within ~5–30 $\mu$m of the surface for high-precision Raman analysis. A final ~0.3 $\mu$m alumina powder polish was used to ensure best visibility. We refer to vapor bubbles in this study only by the name they were assigned according to their bulk density measured at 37°C (Vapor bubble name; Table 1). For example, VB0.63 has a measured bulk density of 0.639 g mL$^{-1}$ and is enclosed in melt inclusion G170-004-1_4. Liquid and vapor phases were evident under LED microscope in all vapor bubbles at 24°C (Figure 2), except for six with measured densities at 24°C of either pure vapor (VB0.22, VB0.23; Table 1) or near that of pure vapor (VB0.31, VB0.32, VB0.28, VB0.35).

2.2 Raman spectroscopy for MI bubble CO$_2$

We collected Raman spectra using a WITec Alpha 300R Raman spectrometer at the Department of Earth and Atmospheric Sciences at Cornell University, using a green solid state 532.077 nm laser focused as an excitation source with a 50× objective (x0.55NA, 9.1 mm focal distance). Our instrument at Cornell University is equipped with a TruePouwer system for determining the laser power in the optical fiber, which allows for adjustments with an accuracy of <0.1 mW. To assess uncertainty, repeated measurements of two bubbles were collected at the Department of Earth and Planetary Sciences at the University of California, Berkeley using a nearly identical WITec Alpha 300R Raman (see Supplementary Material for details). The Cornell instrument was calibrated using the FDCA and method described in [DeVitre et al. 2021] to obtain new calibration equations relating CO$_2$ density and $\Delta$CO$_2$. These equations are of the same form but slightly offset from those reported by DeVitre et al. [2021], which were calibrated for a different Witec Alpha 300R Raman instrument at the Cornell Center for Materials Research. Spectra were initially collected for all 14 vapor bubbles at both 24°C and 37°C with five accumulations of 45 s of integration time (total analytical time = 225 second) in a single widnow using 1800 grooves/mm (~0.54 cm$^{-1}$ spectral resolution) and 12 mW laser power.

Three of the measured bubbles (VB0.63, VB0.51 and VB0.28; Figure 3) were selected for additional analysis as their calculated densities (see Section 2.3) are within the miscibility gap at 24°C (0.28, 0.51, and 0.63 g mL$^{-1}$). Each of these bubbles was measured with at least 7 different laser powers (0.5, 1, 2, 5, 8, 12, and 20 mW) with the analytical settings described above at both 24°C and 37°C. Note that laser powers of 8–12 mW are the most frequently used in this type of analyses. Two of the bubbles were also analyzed using the 2400 grooves/mm diffraction grating (~0.31 cm$^{-1}$ spectral resolution) at 24°C. Finally, one of the bubbles was analyzed at 5 and 10 mW with different integration times (5, 10, 20, 30, 45, 90, and 200 s) and number of accumulations (1 to 5). A total of 117 spectra were acquired, 81 at 24°C and 36 at 37°C.

Neon (Ne) spectra were collected immediately before and after each CO$_2$ analysis using the same grating as the unknown and three accumulations of 45 s integration time, to correct for non-linearity of the Raman shift axis [Lin et al. 2007; Wang et al. 2011; Lamadrid et al. 2017; DeVitre et al. 2021]. For all experiments, the temperature was regulated using a set-up that included a Peltier thermoelectric stage with a center hole and an Omega UTCUSB type K thermocouple for temperature monitoring on the surface of the epoxy mount.

2.3 Spectral post-processing and density calculation

Spectra were first baseline-subtracted using two-anchor point (~1200 cm$^{-1}$ and ~1450 cm$^{-1}$) linear subtraction on Fityk Open-Source Software [Wojdyr 2010]. We fit a Voigt peak (mixed Gaussian and Lorentzian model) on each main CO$_2$ peak (1285 cm$^{-1}$ and 1389 cm$^{-1}$). We selected Voigtian profiles that for symmetric Raman peaks (like for single-phase CO$_2$ peaks), Voigt and Pseudo-Voigt functional forms are generally considered the most appropriate functional fitting forms [Yuan and Mayanovic 2017]. When hot bands (1270 cm$^{-1}$ and 1410 cm$^{-1}$) and $^{13}$C (1370 cm$^{-1}$) peaks were visible and overlapped with the main CO$_2$ peaks, we fit additional Voigt peaks to the spectra at those positions to reduce the effect of their residuals on the fitting of the main CO$_2$ peaks. In a separate exercise, we fit two peaks to each of the two main CO$_2$ peaks if liquid and vapor peaks were observed, and we also tested double-peak fits where only a single peak was evident. Finally, we peak-fit the same spectra using Python tool DiadFit v0.0.57 [Wieser and DeVitre 2023] to test sensitivity to peak-fitting method. With DiadFit, we used a linear baseline subtraction anchored with two regions of spectrum near the Fityk anchor points and fit a single Voigt peak to each of the CO$_2$ peaks (Supplementary Material Fig. S1). As with Fityk, we fit additional peaks when hot bands (1270 cm$^{-1}$ and 1410 cm$^{-1}$) and $^{13}$C (1370 cm$^{-1}$) were visible on the spectrum. We found no significant difference between the two peak-fitting methods (Supplementary Material Fig. S1). Following the methods described in [Lamadrid et al. 2017], the calculated CO$_2$ density was then calculated for each of the four peaks, and the density was assigned that which had the lowest uncertainty.
Figure 3: Closeup spectra of the lower ($v^-$) and upper ($v^+$) bands of CO$_2$ for vapor bubbles [A–C] VB0.63, VB0.51 (D–F at 1800 grooves/mm and J–L at 2400 grooves/mm) and [G–I] VB0.28. Panels on the left and at the very bottom show spectra measured at 24 °C [A, D, G, J, L] using different laser powers from 0.5 to 20 mW on each MI but constant integration time and accumulation number (45 s × 5). Panels in the middle [B, E, H, K] show a photo micrograph of the MI in which each vapor bubble is contained along with an isochoric PT path for each bubble [B, E, H, K] calculated through the EOS of Span and Wagner [1996] assuming the bubbles are pure CO$_2$. Panels on the right [C, F, I] show spectra measured at the same laser powers but while heating at 37 °C. Note that the peaks corresponding to L and V vibrations are discernible at low laser power but converge at higher power for all inclusions. Spectra at 37 °C are clearly single-phase spectra with a symmetric shape.
al. 2017], we corrected our data using two known Ne emission lines (1115.9919 cm\(^{-1}\) and 1446.4696 cm\(^{-1}\)) that encompass the Fermi diad. We fit a single Voigt peak at 1446–1453 cm\(^{-1}\) for the upper line and two Voigt peaks (1113–1120 cm\(^{-1}\) and 1115–1122 cm\(^{-1}\)) for the lower line; the latter emission line appears as a double-peak on the Raman spectrum at the resolution of our grating. We then calculate the \(\Delta CO_{2corr}\):

\[
\Delta CO_{2corr} = \left( \frac{\Delta Ne_{known}}{\Delta Ne_{observed}} \right) \times \Delta CO_{2uncorr} \tag{1}
\]

where \(\Delta CO_{2corr}\) is the corrected separation of the Fermi diad, \(\Delta Ne_{known}\) is the expected separation of the Ne emission lines in air, \(\Delta Ne_{observed}\) is the separation of the same Ne emission lines measured from each Raman spectrum and \(\Delta CO_{2corr} - \Delta CO_{2uncorr}\) is the measured separation of the Fermi diad.

Finally, we used the mid-density equation (0.13–0.70 g mL\(^{-1}\) at 37°C) obtained following the method of DeVitre et al. [2021] to determine the bubble CO\(_2\) densities of each MI bubble at 37°C:

\[
\rho_{CO_2} = -47.2609 + 0.4596005 \times \Delta CO_{2corr} + 0.0374189 \times (\Delta CO_{2corr} - 103.733)^2 - 0.0187173 \times (\Delta CO_{2corr} - 103.733)^3 \tag{2}
\]

where \(\rho_{CO_2}\) is the calculated density of the MI bubble. Note that Equation 2 is only calibrated for densities comprised between 0.13 and 0.70 g mL\(^{-1}\) at 37°C and should not be used to report densities measured under any other conditions.

3 Results

In this section, we focus on the results for the three vapor bubbles (VB0.63, VB0.51, VB0.28) that were selected for in-depth experiments.

3.1 Peak Fitting

As the density of CO\(_2\) increases, both the \(v^-\) and \(v^+\) peaks move to lower wavenumbers although \(v^-\) moves the most (Figure 1A). In cases where two peaks are observed near the \(v^-\) and \(v^+\) positions, the higher wavenumber peak at either position is from the vapor and the lower wavenumber peak is from the liquid. When we fit two peaks to each CO\(_2\) diad band in spectra that display either a clear contribution of two peaks or there is noticeable broadness and asymmetry to the peak, the resulting \(\Delta CO_{2corr}\) (Figure 4) correspond well to those expected for vapor CO\(_2\) (103.35 cm\(^{-1}\)) and liquid CO\(_2\) (104.45 cm\(^{-1}\)) on our instrument at 24°C. In these cases, when a single peak is fit to the CO\(_2\) band, the residuals from the peak corresponding to the second phase can significantly affect fitting, and the resulting peak position lies somewhere between the peak positions of each phase (Figure 4). Fitting 2 peaks when only one is discernible yields two \(\Delta CO_{2corr}\) that are nearly identical to each other (Figure 4; >12 mW).

3.2 3.2 VB0.63 (\(\rho_{CO_2} = 0.63\) g mL\(^{-1}\))

At 24°C, both liquid and vapor were identified microscopically and spectroscopically in VB0.63 (Figure 3A–C), and analyses at 37°C yielded a CO\(_2\) density of 0.63 g mL\(^{-1}\). Based on the isochoric path of a pure CO\(_2\) fluid as calculated by the EOS of Span and Wagner [1996], a bubble of this density should turn to a liquid at ~29°C and subsequently a supercritical phase above 31°C (Figure 3B). For this bubble, separate peaks for liquid and vapor are well-resolved in spectra collected with the 1800 grooves/mm grating (Figure 3A) at laser powers of up to 2 mW, and the peaks are noticeably asymmetric up to 12 mW. The relative intensity of the liquid and vapor peaks varies slightly between the 0.5, 1, and 2 mW analyses. This is likely due to slight differences in fine focus or Brownian motion of the small vapor phase in the bubble (~3.5 μm diameter) during analysis, which results in analyzing variable amounts of liquid or vapor. Spectra from the 1800 grooves/mm grating at 8–12 mW laser power analyses show a broadness and asymmetry to the \(v^-\) peak, but it is challenging to visually discern a contribution of more than one phase to the spectrum. However, in spectra collected with the 2400 grooves/mm diffraction grating (Supplementary Material Figure S3), liquid and vapor contributions to the spectra are visually discernible at 8 and 10 mW. They are nearly indiscernible at 12 mW, but all peaks are noticeably asymmetric (see Supplementary Material for further discussion). Overall, it is challenging to visually discern the contribution of the two peaks in spectra acquired with the lower spectral resolution (~0.5–1 cm\(^{-1}\)) and higher laser powers (>5 mW) that are commonly used for melt inclusion vapor bubble measurements.

A single peak (\(v_{1pk}\)) fit by least squares minimization to the 8 mW, 1800 grooves/mm analysis (Figure 5A) does not match the center position or shape of the vapor bubble spectrum (particularly the \(v^-\) band) as closely as a double peak model (\(v_{2pk}\)) that accounts for the possible presence of a vapor phase in the bubble (Figure 5B–C). For comparison, Figure 5D–F shows the results of both models applied to the same spectrum acquired at 37°C (when all CO\(_2\) is found as a supercritical phase). Note that in this case, there is no physical reason for fitting more than one peak and using a \(v_{2pk}\) model instead of \(v_{1pk}\) model does not change the center position or significantly improve the fits. Further, the resulting relative intensities of the fitted positions for expected liquid and vapor are incoherent when comparing \(v^-\) to \(v^+\). For example, in Figure 5F, the lowest wavenumber (i.e. liquid) peak has the highest intensity for \(v^-\) but the lowest intensity for \(v^+\). As laser power increases (3–12 mW at 1800 grooves/mm; 8–12 mW at 2400 grooves/mm) the intensity of the vapor phase peak decreases relative to that of the liquid phase peak, and at 20 mW (1800 grooves/mm) the vapor contribution appears to be completely gone (Figure 3A, C, Supplementary Material Figure S3). It is difficult to assess whether at 20 mW all the CO\(_2\) has become supercritical (implying \(T \geq T_{cr}^{\text{crit}}\)) or whether it has remained a liquid (29°C < \(T < T_{cr}^{\text{crit}}\)). However, the \(\Delta CO_{2corr}\) from 20 mW/24°C is very close to the one measured at 12 mW/37°C. This could indicate that the bubbles were at similar temperatures and are both a supercritical phase (Figure 6A). Additionally, at 20 mW and 37°C, \(\Delta CO_{2corr}\) is lower than at 24°C, consistent with studies that measure decreasing \(\Delta CO_{2corr}\) with increasing temperature for the same density of CO\(_2\) [Fall et al. 2011; Wang et al. 2011; Sublett et al. 2020; DeVitre et al. 2021]. This could indicate that the CO\(_2\) in
Figure 4: Laser power vs the corrected measured ∆CO$_{2}$corr for all three vapor bubbles collected with 45 s integration time and 5 accumulations. The black asterisks indicate ∆CO$_{2}$corr calculated by fitting a single peak model to each spectrum (Figure 6A; one peak per CO$_2$ band, a common way of fitting spectra). The triangles indicate the ∆CO$_{2}$corr measured by fitting a double-peak model to each spectrum (Figure 6C, acknowledging the contribution of both a vapor and liquid vibration in the spectrum). The upright dark blue triangles are ∆CO$_{2}$corr calculated using the two lowest wavenumber peaks (which should correspond to liquid vibration), and the downward light blue triangles are calculated using the two highest wavenumber peaks (which should be vapor vibration). Note that both models were fit regardless of whether one or two-phases were effectively resolved in the spectrum. The grey boxes indicate regions for which vapor and liquid contributions to the spectra were not clearly resolved. Red lines indicate the accepted ∆CO$_{2}$corr of our vapor bubbles when measured at 37 °C and using the best-fit intercept on Figure 6. Error bars on single peak-fits for this plot are the size of the symbols or smaller, for clarity only shown as an example on the 12 mW measurements (see Supplementary Material Fig. S1). [A] Bubble VB0.63 (0.63 g mL$^{-1}$) at 1800 grooves/mm. At low laser powers (<5 mW), the single peak model is alternatively skewed to either pure liquid or pure vapor due to the relative intensities of each peak in the spectrum (Figure 3A). For laser powers up to 10 mW, the single peak model predicts ∆CO$_{2}$corr somewhere in between the liquid and vapor ∆CO$_{2}$corr. Above 12 mW, liquid and vapor peaks are clearly no longer resolved. [B] Bubble VB0.28 (0.28 g mL$^{-1}$) at 1800 grooves/mm. At most laser powers, L and V ∆CO$_{2}$corr are not simultaneously resolved. The fits at low laser power are heavily skewed to vapor, due to the overwhelming predominance of the vapor phase peak compared to the liquid phase peak as can be observed in Figure 3B. [C–D] Bubble VB0.51 (0.51 g mL$^{-1}$) at 1800 grooves/mm and at 2400 grooves/mm. Note that the ∆CO$_{2}$corr measured at 2400 grooves/mm are naturally higher by ~0.15 cm$^{-1}$ [a similar effect of gratings is shown in Lamadrid et al. 2017]. Overall, the ∆CO$_{2}$corr measured using the single peak model versus the double peak model predict ∆CO$_{2}$corr somewhere in between liquid and vapor ∆CO$_{2}$corr on our instrument occasionally skewed high or low depending on the predominant phase peak in the intensity of the spectrum.

This is consistent with a CO$_2$ fluid of high density (0.63 g mL$^{-1}$) close to being liquid only at 24 °C. If we consider that the total volume of the bubble (V$_{tot}$ = 1) and the total mass of CO$_2$ in the bubble are constant, we can calculate relative phase proportions (V$_{tot}$ = V$_{liquid}$ + V$_{vapor}$ = 1) for a bubble with a bulk density in the miscibility gap as follows:

\[
V_{liquid} (%) = 100 \times \frac{\rho_{bulk} - \rho_{vapor}}{\rho_{liquid} - \rho_{vapor}} \quad (3a)
\]

\[
V_{vapor} (%) = 100 - V_{liquid} \quad (3b)
\]

this bubble has been heated above T$_{crit}$ when analyzed with a 20 mW laser power at 24 °C. However, we recognize that there is not enough data to give a conclusive answer on this specific matter.

Lastly, at 24 °C, the single peaks evident in the 20 mW spectrum are significantly closer to the position of the liquid CO$_2$ peak measured at 0.5 mW (e.g. \(v_{2pk, \text{liquid}}^{-} = 0.35 \text{ cm}^{-1}\), 16% away from \(v_{2pk, \text{liquid}}^{+}\)) than to that of the vapor peak at 0.5 mW (\(v_{2pk, \text{vapor}}^{-} = 1.8 \text{ cm}^{-1}\), 84% away from \(v_{2pk, \text{vapor}}^{+}\)).
Figure 5: Peak-fitting methods and output from Fityk [Wojdyr 2010], each function is only represented as points corresponding to each point on the spectrum. [A] Single Peak model fit to the 24 °C 8 mW spectrum of VB0.63 in Supplementary Material Figure S3. [B] Residuals of single and double peak models on the 24 °C spectrum. [C] Double Peak model fit to the same spectrum at 24 °C. Note that acknowledging the presence of L and V phases improves the fit in terms of shape and position particularly on the $v^-$ band (for which their contribution is naturally better resolved) and the resulting fit peaks have relative positions and intensities that are coherent when comparing $v^-$ and $v^+$. [D] Single Peak model fit to a 37 °C 8 mW spectrum of VB0.63, where all CO$_2$ will be found as a single supercritical phase. [E] Residuals of single and double peak models on the 37 °C spectrum. [F] Double Peak model fit to the same spectrum as [D]. The fit is not improved by adding an additional peak on either Raman bands and the relative intensity and position of the fitted peaks is incoherent: the lower wavenumber fit peak is more intense than the higher wavenumber fit peak for $v^-$ but the opposite for $v^+$. 
where \( \rho_{\text{liquid}} \) is the density of the liquid phase and \( \rho_{\text{vapor}} \) is that of the vapor phase at a specific temperature. Here, we take \( \rho_{\text{liquid}} = 0.73 \text{ g mL}^{-1} \) and \( \rho_{\text{vapor}} = 0.23 \text{ g mL}^{-1} \), as calculated at 24°C by the EOS of Span and Wagner [1996]. Based on its bulk density (0.63 g mL\(^{-1}\)), VB0.63 would contain approximately 81% liquid and 19% vapor by volume and is therefore predominantly composed of liquid CO\(_2\). It is interesting that the calculated volume proportions of each phase in the bubble at 24°C (81% liquid and 19% vapor) coincide well with the proximity of the \( v_{1pk, 20mW} \) to the \( v_{2pk, \text{ liquid}, 0.5mW} \) (84%) in the Raman spectrum. In other words, the distance between \( v_{1pk, 20mW} \) and the liquid and vapor peaks measured at 0.5 mW and 24°C appears proportional to the relative calculated phase proportions by volume in the bubble.

### 3.3 VB0.51 (\( \rho_{\text{CO}_2} = 0.51 \text{ g mL}^{-1} \))

At 24°C, both liquid and vapor were identified in the spectrum collected from vapor bubble VB0.51. The 37°C analyses yielded a best-fit CO\(_2\) density of 0.51 g mL\(^{-1}\), which places it within the miscibility gap at \( T_{\text{amb}} \) (Figure 3D–F) but it would turn to a supercritical phase above 31°C (Figure 3E). For this bubble, separate liquid and vapor peaks are resolved in spectra collected with the 1800 grooves/mm grating (Figure 3D) and laser powers of 0.5–3 mW. Above 5 mW laser power it is challenging to resolve two phases in spectra acquired with an 1800 grooves/mm grating, but those using the 2400 grooves/mm grating (Figure 3J) are asymmetric up to 12 mW. An overall broadness and asymmetry of the 5 and 8 mW peaks (compared to the 20 mW) at 1800 grooves/mm grating may also suggest an unresolved contribution of two-phase peaks to the band.

As with VB0.63, single-peak models applied to spectra up to 12 mW laser power do not match the spectra as well as the double-peak models that assume two phases are present. The double-peak fits yield \( \Delta \text{CO}_2 \) close to the pure liquid and vapor phases of CO\(_2\) at 24°C (Figure 4C, D). With increasing laser power, the liquid and vapor peaks move closer together until they appear to converge into a single peak (Figure 4E, F). At 20 mW, the peaks fully merged into a single peak positioned between the independent peaks observed at 0.5 mW. Unlike VB0.63, the position of this single merged peak is approximately equidistant to that of the liquid and vapor CO\(_2\) peaks measured at 0.5 mW (\( v_{2pk, \text{ vapor or liquid}, 0.5mW} = 1.11 \text{ cm}^{-1} \)) with similar volumes of liquid and vapor co-existing at \( T_{\text{amb}} \). For this, Equation 3 predicts ~56% liquid CO\(_2\) and 44% vapor CO\(_2\) by volume, which is nearly the same result as the percent proximity of \( v_{1pk, 20mW} \) to \( v_{2pk, \text{ vapor}, 0.5mW} \) and \( v_{2pk, \text{ liquid}, 0.5mW} \).

### 3.4 VB0.28 (\( \rho_{\text{CO}_2} = 0.28 \text{ g mL}^{-1} \))

VB0.28 (Figure 3G–I) yielded a best-fit CO\(_2\) density of 0.28 g mL\(^{-1}\) at 37°C, and it is contained in the same olivine crystal as VB0.51 but within a different melt inclusion. As with the other samples, a bubble of this density should contain liquid and vapor \( T_{\text{amb}} \) (Figure 3D, E) and should fully
turn to a vapor phase above ~28 °C (Figure 3H) and to a supercritical phase above ~33 °C (Figure 3H). For this bubble, liquid and vapor peaks are challenging to resolve in spectra collected with the 1800 grooves/mm grating (Figure 3D), but they may be resolvable at the lowest laser powers, particularly at 0.5 mW. A spectrum acquired with the 2400 grooves/mm grating and 0.5 mW laser power confirms the contribution of a liquid phase. Additionally, the CO$_2$ band in 0.5–5 mW analyses is asymmetric. This shape is not unlike that of the 2 mW spectrum of VB0.63 in which the vapor peak was predominantly analyzed (Figure 3A). Above 5 mW laser power, the band becomes more symmetric.

Fitting double-peak models to these spectra improves fit for 0.5, 1 and 2 mW analyses but makes no difference at higher power (Figure 4B), which could indicate that the CO$_2$ was entirely converted to vapor and perhaps a supercritical phase above these laser powers. At 20 mW, the single merged peak is significantly closer to the position of vapor CO$_2$ measured at 0.5 mW ($v$$_{2pk}$, vapor, 0.5 mW $-$ $v$$_{1pk}$, 20 mW = 0.25 cm$^{-1}$, 10% away from $v$$_{2pk}$, vapor, 0.5 mW) than the position of the liquid peak at 0.5 mW ($v$$_{2pk}$, liquid, 0.5 mW $-$ $v$$_{1pk}$, 20 mW = 2.2 cm$^{-1}$, 90% away from $v$$_{2pk}$, liquid). This is consistent with a CO$_2$ fluid of relatively low density (0.28 g mL$^{-1}$) where little liquid is found at $T_{amb}$. In this case Equation 3 predicts ~10% liquid CO$_2$ and 90% vapor CO$_2$ by volume for a bubble with a bulk density of 0.28 g mL$^{-1}$, and this is the same result as the percent proximity of $v$$_{1pk}$, 20 mW to $v$$_{2pk}$, vapor, 0.5 mW and $v$$_{2pk}$, liquid, 0.5 mW.

### 3.5 Relationships between peak asymmetry and laser power

As mentioned in Sections 4.1–4.3, it is often difficult or impossible to visually identify the contribution of more than one phase in spectra collected at laser powers greater than 5 mW. This is particularly true when the spectral resolution is lower than 0.3 cm$^{-1}$, as in our case when using a common setup of 1800 grooves/mm grating and 532 nm laser (~0.54 cm$^{-1}$ spectral resolution on the Cornell and Berkeley instruments). However, in these analyses, a broadness or asymmetry of the peak is often noticeable. To explore the relationship between peak broadness and asymmetry with laser power and analysis time, we have developed a Python3 peak fitting routine included in the python tool DiadFit v0.0.57 [see Data Availability; Wieser and DeVitre 2023] to quantify peak asymmetry. This routine uses the band asymmetry factor ($A_s$), a proxy widely used in chromatography to assess the quality of separation of components [see Supporting Information for an example Jupyter Notebook; Berruex and Freitag 2003]. First, we perform a linear baseline subtraction on either side of each diad and then fit a cubic spline through the data. We identify the wavenumber ($W_{peak}$) and intensity of the center of the highest peak, and then identify the wavenumber of the points with an intensity 20% of the $W_{peak}$ on the left shoulder ($W_{LHS}$) and right shoulder ($W_{RHS}$). The band asymmetry factor $A_s$ is defined as the distance between these shoulder and peak positions:

$$A_s = \frac{W_{RHS} - W_{peak}}{W_{peak} - W_{LHS}}.$$  (4)

A ratio of 1 would indicate perfect symmetry of the band, more likely to represent a pure single-phase (Figure 7A, 0.5 mW spectra at 37 °C).

We expect that when more than one phase contributes to the spectrum, significant asymmetry should be detected (Figure 7B, 0.5 mW spectra at 24 °C), where a ratio <1 would represent a fronting band (e.g. vapor peak intensity > liquid peak intensity, Figure 7B) and a ratio >1 would indicate a tailing band (liquid peak intensity > vapor peak intensity, Figure 7C). Note that the symmetry of bands may differ between instruments due to hardware differences such as the pinhole size, and “acceptable” levels of asymmetry should be assessed on each instrument and against known single-phase spectra (i.e. a pure liquid, pure vapor, or supercritical CO$_2$ spectrum). As expected, for each bubble at 37 °C (all CO$_2$ found as a single supercritical phase) $A_s$ is constant and near 1 regardless of laser power ($A_s = 0.96 ± 0.01$ (SD), 1.28 ± 0.02, 1.07 ± 0.04 for VB0.63, VB0.28, and VB0.51 respectively).
Figure 8: Laser power versus maximum band asymmetry factor $A_{\text{sym}}$ for each vapor bubble for the 24°C data ($A_{\text{sym}-24}$) normalized to the 37°C data ($A_{\text{sym}-37}$) using Equation 5 in Section 3.5. An exponential function is fit through the data. [A–B] $A_{\text{sym}}$ as a function of laser power for $v^-$ and $v^+$ bands of VB0.63. [C–D] $A_{\text{sym}}$ as a function of laser power for $v^-$ and $v^+$ bands of VB0.51. For this bubble, three equations were fit: one for 1800 grooves/mm data only (dashed line), one for 2400 grooves/mm data only (dotted line) and one for both datasets together (solid line). The fit on the 2400 grooves/mm data is significantly better than the 1800 grooves/mm owing to the higher spectral resolution of the data ($R^2 = 0.99$ versus 0.76). [E–F] $A_{\text{sym}}$ as a function of laser power for $v^-$ and $v^+$ bands of VB0.28. As laser power increases, the symmetry for the two Raman bands also increases and converges towards the mean $A_{\text{sym}}$ at 37°C for all three bubbles. Symmetry appears to be achieved at the relative lowest laser power for VB0.28 and at the relative highest for VB0.63. Error bars are generally smaller than the symbols for laser powers between 5 and 20 and similar to or slightly larger than the symbols for laser powers <5 mW, but do not change the trends (see Supplementary Material Figure S2).
As the allocation of the numerator and denominator in Equation 4 is arbitrary, for all subsequent calculations, we define $A_s$ as the ratio of the longest direction between the peak and the shoulder to the shortest, so that it always represents a maximum band asymmetry factor regardless of direction. Further, given that $A_s$ at 37°C was found to be constant for each bubble at different laser powers, we normalize $A_s$ at 24°C ($A_s^{24°C}$) to the mean $A_s$ at 37°C ($A_s^{37°C}$) for each bubble in Figure 8 and report the maximum normalized asymmetry band factor as:

$$A_{s-norm} = \frac{A_s^{24°C}}{A_s^{37°C}}.$$  

(5)

To avoid issues related to excessive noise, we excluded any spectra with integration times below 30 s and those acquired with fewer than 3 accumulations from the analysis plotted in Figure 8 (Supplementary Material Figure S2 shows typical precision of measurements). A few examples of high noise spectra can be seen in Supplementary Material Figure S5. Yuan and Maganovic [2017] show that for narrow intense spectra (Intensity/FWHM > ~200 counts cm⁻¹⁻) fitting error is typically <0.03 cm⁻¹ when the spectral resolution is 0.8–1 cm⁻¹. Intensity/FWHM for spectra acquired with 45 s and 5 accumulations is systematically well over 200 counts cm⁻¹ and although 30 s and 3–5 accumulations can be smaller (50–100 counts cm⁻¹) we consider it reasonable to include such spectra given that the fitting error is likely smaller for our data because the spectral resolution is ~0.54 cm⁻¹.

With increasing laser power, the $A_{s-norm}$ of both the $e^−$ (Figure 8A, C, E) and $e^+$ (Figure 8B, D, F) bands of CO₂ decreases exponentially (3-parameter fit). At lower laser powers, $A_3^{24°C}$ is significantly larger than $A_3^{37°C}$ but converges towards $A_3^{37°C}$ as laser power increases (Figure 8). This exponential decrease in the asymmetry of the Raman bands is particularly strong for VB0.63 and VB0.51 but is also observed at low laser power for VB0.28. For VB0.51, we fit 3 separate exponential functions: (1) through spectra acquired with the 2400 grooves/mm grating only, (2) through spectra acquired with the 1800 grooves/mm grating only, and (3) one through the compilation of both datasets. While all the fits are significant, the fit on the 2400 grooves/mm data is notably better ($R^2 = 0.99$) than the fit on the 1800 grooves/mm data ($R^2 = 0.76$), because of the higher spectral resolution of this grating.

Figure 9: $\Delta CO_{2corr}$ of all the bubbles measured in this study acquired at 45 s integration time and 5 accumulations at both 24 and 37°C, 1800 and 2400 grooves/mm grating. [A] Symbols are sized by laser power. Triangles are for 37°C data and circles for $T_{amb}$ data. The 2400 grooves/mm data are shifted using a constant of 0.15 cm⁻¹ corresponding to the difference between the 20 mW $\Delta CO_{2corr}$ at 1800 and 2400 grooves/mm. Error bars for VB0.28, VB0.51 and VB0.63 are calculated as standard deviation of the mean for 12 mW acquisitions at both temperatures by two different Raman operators; error bars for all other samples are linearly extrapolated from the former. Overall, $\Delta CO_{2corr}$ measured at 12 mW and 24°C are underestimated when compared to the $\Delta CO_{2corr}$ measured at 37°C particularly for vapor bubbles with bulk densities near 0.5 g mL⁻¹ and $\Delta CO_{2corr}$ comprised between 104.0 and 103.45 cm⁻¹. For such bubbles, estimates of the $\Delta CO_{2corr}$ made at 24°C show significant scatter and unpredictability depending on laser power. This effect is less important for bubbles close to being either pure liquid or vapor at $T_{amb}$. [B] $\Delta CO_{2corr}$ measured at 24°C (sized by 8–20 mW) versus $\Delta CO_{2corr}$ measured at 37°C (12 mW and best-fit intercept or BFI) in each vapor bubble. Error bars on measured samples are the same as in [A]. The grid corresponds to densities as calculated by Equation 2, applied to both 24°C data (horizontal lines) and 37°C data (vertical lines). The 1:1 line indicates when $\Delta CO_{2corr}$ measured at 24°C is identical to the $\Delta CO_{2corr}$ measured at 37°C and 12 mW laser power on sample. Empty symbols indicate best-fit intercepts for 3 known bubbles (Figure 6). For all other vapor bubbles, best-fit intercepts are calculated using a 2nd degree polynomial regression of slopes versus densities based on the regression lines in Figure 6. These are only meant to illustrate a possible underestimation brought about by laser heating on samples other than the three on which detailed experiments were conducted. Error bars on Best-Fit Intercepts for VB0.28, VB0.51 and VB0.63 are calculated as the uncertainty on the intercept from each regression (Figure 6) and the uncertainty for all other BFI is a linear extrapolation of these three.
3.6 Integration time and accumulations

It could be hypothesized that at a given laser power, longer analysis times (longer exposure to the laser) could result in increased heating. To test the effects of integration time and accumulations on our results, VB0.51 was analyzed at different integration times and accumulations at 0.5 mW (45 s × 5 accumulations, 90 s × 5 and 200 s × 3), 5 mW (5 s × 1, 5 s × 5, 10 s × 1, 10 s × 3, 20 s × 1, 45 s × 1, 10 s × 5, 30 s × 3, 90 s × 1, 45 s × 5), and 10 mW (5 s × 1, 10 s × 1, 5 s × 5, 20 s × 1, 10 s × 3 and 10 s × 5). However, we found no discernable differences in our results after a given amount of time (see Supplementary Material Figure S5).

4 DISCUSSION

4.1 Evidence for laser-induced heating of melt inclusion vapor bubbles

Our results show that laser power influences the shape and position of the CO$_2$ ν$^+$ and ν$^-$ Fermi diad peaks, and in turn the estimated ΔCO$_2$ corr. The most likely cause of these changes is laser induced heating of the vapor bubble.

The critical observation is that at the lowest laser power (0.5 mW) both the liquid and vapor peaks of CO$_2$ can be clearly resolved in the Raman spectra of all three bubbles (Figure 3A, D, G, J–L), and as laser power increases the liquid and vapor peaks converge until they are eventually indistinguishable at 20 mW laser power. This convergence is consistent with the expected effect of increasing temperature on liquid and vapor CO$_2$ phase stability (Figure 1B, C). For example, the CO$_2$ phase diagram shows that at 20°C and relevant pressure, CO$_2$ with a density below 0.19 g mL$^{-1}$ will exist as vapor while that with a density >0.77 g mL$^{-1}$ will exist as liquid. If the CO$_2$ bulk density is between these values (i.e. in the miscibility gap), it will co-exist as a 0.77 g mL$^{-1}$ liquid and a 0.19 g mL$^{-1}$ vapor. At 28°C and CO$_2$ density in the miscibility gap, the co-existing phases would be a 0.29 g mL$^{-1}$ vapor and a 0.66 g mL$^{-1}$ liquid. This shows that the ΔCO$_2$ corr of the liquid phase, and thus the calculated density, should decrease with increasing temperature (i.e. peak positions move to higher wavenumbers), while the ΔCO$_2$ corr and density of the vapor phase should conversely increase with increasing temperature (i.e. peak positions move to lower wavenumbers). In other words, the result of increasing temperature is that the vapor and liquid CO$_2$ peaks should converge, and this is what we observe with increasing laser power in our 24°C experiments (Figure 3A, D, G, J, Figure 4).

Our laser heating hypothesis is also supported by the results from experiments at 24°C and 37°C. First, we find no significant relationship between $A_s$ and laser power in 37°C experiments ($A_s = 0.96 ± 0.01$ (SD), $1.28 ± 0.02, 1.07 ± 0.04$ for VB0.63, VB0.28 and VB0.51 respectively). This observation is consistent with the presence of a single homogeneous phase at 37°C (i.e. above $T_{crit}$). Second, with increasing laser power, the $A_s$ of 24°C spectra decrease towards the mean $A_s$ of the 37°C spectra (Figure 8). Therefore, with increasing laser power, the $A_s$ at 24°C converges towards the single-phase 37°C $A_s$ for each sample.

Finally, it is worthwhile to note that the Fermi diad separation and the position of the peaks are independent of laser power when laser power does not induce any significant changes in the fluid temperature. For example, in a relatively large volume calibration apparatus such as the one used by DeVitre et al. [2021], the maximum temperature change observed when the laser is on is at most 0.02–0.03°C even with 60 mW laser power at sample.

Overall, these results suggest that the increase in laser power is increasing the temperature of the vapor bubble such that the density of the liquid and vapor phases varies in accordance with increasing temperature on the phase diagram, and the liquid and vapor Raman peaks converge until the bubbles contain a single phase only. This helps explain why even calibrated $T_{amb}$ measurements of natural samples sometimes give densities in the miscibility gap, whereas those from gas-cell calibration apparatus do not: natural inclusions are characterized by exceedingly small (~1 × 10$^3$ μm$^3$) and closed volumes, while the calibration apparatus has a much larger volume (~1 × 10$^{12}$ μm$^3$). Thus, the potential for laser heating is much greater in natural inclusions than in a calibration apparatus. However, even in natural samples, the amount of heating induced by the laser is likely much lower for melt inclusions than the models of Hagiwara et al. [2021] suggested for pure fluid inclusions, as two phases were still identified at 12 mW for at least two of our analyzed bubbles. We note that an argument for an effect of laser heating on a specific set of samples can only be made after an instrument specific calibration has been performed to rule out overestimations caused by using densimeters calibrated on other instruments or when a set of experiments on a specific bubble at different laser powers have been conducted and relationships have been established.

4.2 Uncertainties in the measurement of the Fermi diad separation and CO$_2$ densities due to laser-induced heating

Our results have implications for how Raman analyses should be conducted, how Raman data should be processed, and how uncertainties are estimated on density results. When the laser heating effect is strong, the liquid and vapor phase contributions are nearly indistinguishable in the spectrum, particularly at lower laser spectral resolution (e.g. 12–20 mW analyses in Figure 3A, D, G, J). In such cases, a single peak fit to each band can produce a ΔCO$_2$ corr and calculated density within the miscibility gap (Figures 4, 6A, and 9), though this density could still be significantly underestimated (0.03–0.05 g mL$^{-1}$) relative to that obtained at 37°C, particularly for vapor bubbles with bulk densities of 0.3–0.7 g mL$^{-1}$. It is also possible, as suggested by Hagiwara et al. [2021] for fluid inclusions, that high power lasers can cause heating on the order of tens of degrees in the bubble, which would drag the temperature significantly above $T_{crit}$, and thus, CO$_2$ would become a single supercritical phase. However, as they also suggest, heating could cause an underestimation of the density that should be corrected when possible either via experiments on relevant bubbles and inclusions or by estimating the laser heating coefficient for each sample using a densimeter calibrated at multiple temperatures.
Densimeters are calibrated at specific pressure-temperature conditions and the calibration relies on the relationship between density and the separation of the Fermi diad given the relative volume of the optical cell, and under the assumption that temperature and laser-induced heating do not significantly affect the Fermi diad separation. However, it has been shown that temperature influences the peak positions and the separation of the Fermi diad [Wang et al. 2011; Yuan and Mayanovic 2017; Wang et al. 2019; Sublett et al. 2020; DeVitre et al. 2021] mainly due to changes in the attractive and repulsive forces between molecules and thermal expansion. Therefore, this effect should be considered when performing calibrations and Raman analysis of natural fluid and melt inclusions. Indeed, if the Fermi diad splitting is lower than expected for a specific density due to laser heating, this would in turn result in an underestimation of the calculated density of CO₂.

The effect of a relatively small (i.e. \( T_{\text{amb}} \) to \( 37 \degree C \)) temperature change on the separation of the Fermi diad is negligible for densities of CO₂ below 0.1 g mL\(^{-1}\) [see Figure 8 in DeVitre et al. 2021] and limited for densities above 0.8 g mL\(^{-1}\), but, in the miscibility gap (0.2–0.7 g mL\(^{-1}\) at \( T_{\text{amb}} \)), the effect can be significant and can only be assessed above \( T_{\text{crit}} \). As temperature increases, the measured splitting decreases, so by using a calibration equation acquired at a lower temperature than the measurement temperature (as in the case of laser heating), one would naturally end up underestimating the density of the measured CO₂. It has been hypothesized that these differences in peak position and Fermi splitting are due to changes in the intermolecular attractive and repulsive forces [Sublett et al. 2020] where an isobaric increase in the temperature up until a certain point (well above 400°C) coincides with a predominance of repulsive forces [this is clearly shown in figures 1 and 3 of Sublett et al. 2020]. The result of this effect is an increase in the peak positions of the diad and a slight decrease in the Fermi separation. Note that this behavior is opposite of that brought about by an isothermal increase in pressure and density for which the peak positions move to lower wavenumbers—and the Fermi separation increases—up until an inflection point [well above 100 MPa; Sublett et al. 2020]. Another suggested explanation proposes that the change in Fermi splitting is due to small volume changes induced by thermal expansion or contraction of the host or vessel [Hagiwara et al. 2018; 2021]. However, it is mechanically unlikely that a difference of only \(-13 \degree C\) between 24 and \( 37 \degree C \) might cause any significant change in the volume of the bubble and/or calibration vessel (<0.05% with a typical 316 Stainless Steel thermal expansion coefficient of \( 16 \times 10^{-6} \text{K}^{-1} \)). Further, in the case of a calibration apparatus, any significant change in volume would be recorded as a pressure change during the experiment.

As mentioned, it would be challenging to assess if, when, and by how much \( T_{\text{crit}} \) has effectively been surpassed from ΔCO₂ measurements done at \( T_{\text{amb}} \). We note that when peaks are found to be significantly asymmetric relative to peaks that are expected to correspond to pure phases, this could be indicative that \( T_{\text{crit}} \) has not been reached. While hot band thermometers could give insight into the temperature of vapor bubbles during analysis, these typically have high uncertainty (±4°C—unacceptable for bulk densities in the miscibility gap near the critical temperature) and are calibrated only in fluid inclusions above approximately 0.68 g mL\(^{-1}\) [Brown and Steeper 1991; Rosso and Bodnar 1995; Arakawa et al. 2008; Hagiwara et al. 2018; 2021]. Below this, and particularly in lower density natural samples, the signal-to-noise ratio of the hot bands is often not large enough to provide a reliable fit and a meaningful estimate of temperature. For instance, a calculation of the intra-analysis temperature of one of our vapor bubbles (0.63 g mL\(^{-1}\)) using the Hagiwara et al. [2018, 2021] hot-band thermometer—which has a reported uncertainty of at least ±3.8°C—predicts a temperature of ~55–70°C for laser powers of 8–20 mW; however, even within the reported uncertainty, this is inconsistent with the presence of liquid and vapor phase peaks in the spectra of our vapor bubble acquired at 8–12 mW (Figure 5A) which indicates that temperature of the bubble has not exceeded \( T_{\text{crit}} \).

Our experiments at 37°C show a decrease in the measured \( \Delta CO₂\text{corr} \) with increasing laser power (Figure 6A, 37°C), consistent with the experiments of Hagiwara et al. [2021] in fluid inclusions hosted in olivine. Indeed, the \( \Delta CO₂\text{corr} \) for VB0.63 measured at 12 mW is ~0.06 cm\(^{-1}\) lower than the best-fit intercept (Figure 6A, 37°C) and the measured \( \Delta CO₂\text{corr} \) at 1 and 2 mW, which amounts to ~0.03 g mL\(^{-1}\) or 5% underestimation of the density. At 20 mW, the decrease corresponds to ~0.12 cm\(^{-1}\) and an underestimation of the density of the bubble of ~0.06 g mL\(^{-1}\) or ~10%. For VB0.51 the decrease is ~0.12 cm\(^{-1}\) at 12 mW (~0.06 g mL\(^{-1}\) or ~12%) and ~0.25 cm\(^{-1}\) at 20 mW (~0.11 g mL\(^{-1}\) or ~23%). For VB0.28, hosted in the same crystal as VB0.51, the decrease is ~0.04 cm\(^{-1}\) at 12 mW (~14%) and ~0.065 cm\(^{-1}\) at 20 mW (~23%). Figure 12b in DeVitre et al. [2021] shows how the uncertainty in the density of vapor bubble can affect the calculated total CO₂ content of a melt inclusion depending on the bubble volume fraction and the density of the bubble. How this, in turn, affects calculated saturation pressures will depend on the composition of the melt and solubility model that is chosen.

4.3 Implications for the uncertainties in calculated saturation pressures and MI entrapment depths

To illustrate the effect of laser-heating associated uncertainty on calculated saturation pressures and depths of entrapment, we perform calculations assuming 80% of the CO₂ is contained in bubbles with volume fractions of 2, 4 and 6%. For the sake of this exercise, we assume maic alkaline compositions for the melt (Ena composition from Allison et al. [2019]) with a predominance of CO₂ over H₂O in the fluid (\( X_{\text{CO₂}} > 80\% \)) and we calculate all saturation pressures using the MagmaSat solubility model Ghiorso and Gualda [2015] implemented in VESICal 1.20 [Iacovino et al. 2021; Wieser et al. 2022]. The choice of solubility model may have a significant impact on calculated saturation pressures and associated uncertainties, particularly at high pressure (>5 kbar) and high CO₂ concentrations in silica undersaturated (alkaline) melts where experiments are sparse to non-existent (Buso et al. [Thibault and Holloway 1994; Dasgupta et al. 2007; Iacovino et al. 2021; Buso et al. 2022]). A discussion of appropriate solubility models is be-
yping the scope of this study, but we choose MagmaSat here for its wider compositional and pressure range in the calibration dataset. First, we compare the effects of using different laser powers (12 and 20 mW) at 37 °C (i.e., above the critical temperature for CO₂). If we consider a bubble with the density of VB0.63 (0.63 g mL⁻¹), an underestimation of 0.03 g mL⁻¹ or ~5% in the bubble density (equivalent to using the 12 mW laser at 37 °C, Figure 9A–B) would amount to a 300–900 ppm CO₂ underestimation. Assuming the pressure gradient is ~30 MPa km⁻¹, this would amount to an ~3% uncertainty in the entrapment pressure (~20–30 MPa) and corresponding depth (~0.5–1 km) estimates. In turn, an underestimation of 0.06 g mL⁻¹ (~10%) in the bubble density (equivalent to using 20 mW at 37 °C, Figure 9) would amount to a 500–1800 ppm CO₂ underestimation or 35–65 MPa and 1–2 km in depth (~6%, Figure 10). For VB0.51 (0.51 g mL⁻¹) and VB0.28 (0.28 g mL⁻¹), using a laser power of 12 mW laser at 37 °C, respectively, causes an underestimation of ~12% and ~14% in the CO₂ density, and ~8% and 10% in the entrapment pressure and depth. Using 20 mW laser power would amount to an underestimation of ~22% and ~23% in the density and ~15% and 17% in the entrapment pressure and depth.

We can perform a similar exercise comparing our data acquired at 24 °C and 37 °C. For this, we consider Δρ₃⁷–₂⁴°C to be the difference between the density calculated by Equation 2 using the best-fit intercept of ΔCO₂corr at 37 °C (taken as our accepted value for each bubble) and that calculated using the mean value of ΔCO₂corr when an apparent plateau has been reached using >8 mW laser power at 24 °C (Figure 6). For VB0.63 (0.63 g mL⁻¹), Δρ₃⁷–₂⁴°C is ~0.05 g mL⁻¹ or ~8% (Figure 9B). This amounts to an underestimation of ~500–1500 ppm CO₂ (~8%), corresponding to an ~5% underestimation in entrapment pressure (30–50 MPa) and depth (~1–1.5 km; Figure 10). For VB0.51 (0.51 g mL⁻¹), Δρ₃⁷–₂⁴°C is ~0.06 g mL⁻¹ (~16%) amounting to ~11% underestimation in the entrapment pressure and the depth. Interestingly, for VB0.28, the density underestimation is only 0.01 g mL⁻¹ (3.6%), such that no significant underestimation (~2.5% in the depth) would be made by analyzing this bubble at relatively high power on the Cornell instrument (12–20 mW) and 24 °C compared to the best-fit intercept at 37 °C. Note that for VB0.63 and VB0.51, the underestimation caused by using the plateau ΔCO₂corr at 24 °C is similar to that caused by using 12 mW laser power at 37 °C and always less than 3 km in depth (~11%; Figure 10).

Importantly, in the specific range of our study, the uncertainties in the depth of entrapment likely caused by a laser heating effect are no larger than ~10% when vapor bubbles are analyzed at 12 mW laser power and 37 °C (Figure 10) or at 12–20 mW laser power at 24 °C. This uncertainty is likely acceptable for most studies and within error when considering other sources of uncertainty in melt inclusion analyses, such as volume estimations [Tucker et al. 2019; Mironov et al. 2020] and the choice and calibrated range of solubility models [Wieser et al. 2022].

4.4 Suggested protocols for the study of CO₂ bubbles in melt inclusions

Because it is not always straightforward to identify the presence of liquid + vapor in melt inclusion vapor bubbles due to microscope capabilities (e.g., effects of heating by microscope light vary), the use of high laser powers during analyses, exact laser position in the bubble, low signal/noise ratios and/or insufficient spectral resolution. One possibility is to always conduct exploratory scans at Tₐmb and low laser power (0.5–1 mW) on melt inclusion vapor bubbles to identify the presence of liquid and vapor. However, even when performing these exploratory scans, the presence of a very small quantity of liquid could be missed for bulk densities close to single-phase vapor at Tₐmb (e.g., VB0.28). Considering this and the added time required to conduct additional analyses on every vapor bubble, it may be safer to perform all analyses while heating above Tₐth and at relatively low laser power at sample (~5–8 mW) to ensure that any liquid + vapor that could be present at Tₐmb has been turned into a single supercritical phase. To this effect, a Peltier stage (see diagram in Supplementary Material), composed of the Peltier module with a center hole (~30–40), crocodile cables, a DC power supply (~50–70), and a thermocouple or thermistor thermometer (<$100) can easily be built for any Raman system for less than ~$200, with all components easily obtained online. A summarized workflow is shown in Figure 11.

While it is possible to turn a liquid + vapor bubble to a single phase using a high laser power at Tₐmb, this is less ideal, as it is challenging to assess when it may have fully turned to single phase, and overheating can also yield spurious densities. It is currently impossible to assess the temperature reached
inside the bubble during analysis. Additionally, it is difficult to know what laser power would be required to reach the critical temperature, because the effects of the size and composition of the melt inclusion glass, the size and bulk density of the bubble, and the position of the bubble relative to the melt and host, are not constrained. These are likely important factors because heating models calibrated on pure liquid nor vapor. Furthermore, even when measuring such laser-induced heating could be the composition of the crystal host (i.e. their absorption coefficient) and suggest that even relatively small differences in host composition (e.g. zoning) could produce appreciable differences. A significant amount of scatter in the measured ΔCO$_2$$_{corr}$ can result from analyzing bubbles at $T_{amb}$ (Figures 6 and 10) particularly for those with bulk densities in the miscibility gap that are not very close to the liquid or vapor phase but not the bulk density. Our method to assess peak asymmetry, acquisition conditions (laser power at sample, integration times, and accumulation) should be clearly reported, and the data should be considered minima.

Finally, for bubbles with bulk densities in the miscibility gap, we strongly discourage the use of any data acquired at laser powers below 10 mW at $T_{amb}$ (particularly with insufficient spectral resolution) to calculate saturation pressures as a significant underestimation can occur: >0.05 g mL$^{-1}$ for a 0.28 g mL$^{-1}$ bubble (>3 km, 17%), >0.1–0.15 g mL$^{-1}$ for a 0.51 g mL$^{-1}$ bubble (>3–6 km, >15–20%) and >0.15 g mL$^{-1}$ for a 0.63 g mL$^{-1}$ bubble (3–5 km, >15–17%). Note that data acquired for bubbles with bulk densities in the miscibility gap at $T_{amb}$ and below 5 mW should never be used to calculate densities and by extension saturation pressures as it is very easy to either severely underestimate or overestimate the density of the bubble (see Figure 6A) when a single peak is fit to a spectrum composed of both liquid and vapor contributions (effectively reporting the density of either the liquid or vapor phase but not the bulk density). Our method to assess peak asymmetry can be used to help identify these spectra, even if the two peaks are not immediately obvious. We urge the reader not to use such data except to identify the presence of multiple phases in MI bubbles or fluid inclusions.

5 CONCLUSIONS AND RECOMMENDATIONS

We present the results of a series of experimental measurements on vapor bubbles from natural, olivine-hosted, CO$_2$-rich, melt inclusions from Mount Morning, Antarctica. Our measurements show that at $T_{amb}$, laser power has a strong effect on the Raman CO$_2$ spectrum. Distinct liquid and vapor peaks can be resolved at low laser powers (0.5, 1, 2, 5 mW) but
converge towards each other until they are indistinguishable at high laser powers (20 mW) regardless of the diffraction grating. Reports of natural MI vapor bubbles and fluid inclusions with densities in the miscibility gap at \( T_{\text{amb}} \) are likely due to a combination of laser heating effect due to laser power and lack of resolution to resolve both the liquid and vapor peaks. When both liquid and vapor peaks are fit, even at 12 mW, \( \Delta CO_2 \text{corr} \) measured corresponds to liquid and vapor at varying temperatures on our instrument.

Based on our findings we make the following recommendations:

- Researchers should systematically investigate the presence of liquid and vapor phases in the bubbles of their melt inclusions by microscopy (note that Brownian motion will not be visible when the bulb heats the sample above the critical temperature) and Raman spectroscopy at \( T_{\text{amb}} \) and low laser power (<2 mW). Researchers should not assume that the bubble or inclusion contents will be a single-phase when using <20 mW laser powers at sample. Significant density underestimations can occur.

- Any vapor bubble found to contain both liquid and vapor phases at \( T_{\text{amb}} \) or suspected to contain them (e.g. bubbles with bulk densities near that of liquid or vapor at \( T_{\text{amb}} \)) should preferably be analyzed while heating above \( T_{\text{crit}} \), as close as possible to the calibration temperature, to minimize additional underestimation, and with as low laser power at sample as possible while still producing good signal/noise ratios.

- We echo the suggestion of Hagiwara et al. [2021], originally for high density fluid inclusions: users interested in analyzing bubbles of melt inclusions with bulk CO2 densities in the miscibility gap by Raman spectroscopy should preferably do so while heating above \( T_{\text{crit}} \) and at a low laser power (<5 mW). This is because even when heating the sample above \( T_{\text{crit}} \), using high laser powers can cause further heating and lead to an underestimation of the inclusion or bubble CO2 density and resulting pressures and depths (e.g. 3–17% underestimation when using laser power at sample of 12–20 mW depending on the bulk density).

- When heating is impossible (i.e. all melt inclusions have already been exposed for further analyses and the vapor bubbles are lost), data acquired at \( T_{\text{amb}} \) with laser powers >12 mW on bubbles with bulk densities in the miscibility gap (especially above >0.25 g mL\(^{-1}\)) may be sufficiently close to the bulk density of the bubble to provide at least a reasonable estimate (-10% pressure and depth underestimation based on the Cornell instrument “plateau”). In such cases, researchers should first establish whether a plateau is reached on their instrument to assess uncertainty. Further, raw spectra should be provided to assess asymmetry, acquisition conditions (laser power, integration times and accumulations) should be clearly reported, and the density should be considered minima.

- A simple Peltier module with center hole connected to a DC power supply is a simple and affordable solution to heat inclusions above the critical temperature and to monitor \( T \) during experiments.
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